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Abstract – Numerical avatar is necessary to represent the human 
body in enhanced virtual reality systems for functional 
rehabilitation purposes. However, current avatars are simplified 
leading to inappropriate representation of complex human body. We 
proposed in this present work a smart capture system to create 
subject- or patient-specific avatar. A generic geometrical model was 
created from medical images. Then, a morphing process was 
developed to scale the generic model into a subject- or patient-
specific avatar. A visualization module was developed using portable 
device to facilitate the capture task. A prototype allowed  to perform 
a demonstration of our smart capture system.. A validation study 
revealed a maximal deviation of 6 % for our scaling method. Our 
proposed solution is of great interest to create a subject- or patient-
specific avatar in an accurate and efficient manner.   
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I. INTRODUCTION 

    The motion of the musculoskeletal system is complex and 
it relates to a coordination mechanism of skeletal muscles and 
bones. Recently, some virtual reality systems have been 
developed to monitor such complex motion [1-4]. Simplified 
avatar representation has been commonly created for these 
systems. According to biological complexity of the human 
body, this simplification is inappropriate for representing the 
biological interaction between involved organs and tissues, 
especially when simulating musculoskeletal disorders. Thus, 
the objective of this present work was to develop a smart 
capture system to create subject or patient specific avatar for 
the supervision of the motion of the human musculoskeletal 
system. We focused our first prototype on the lower limb 
structures.  
 

II. MATERIALS AND METHODS  

       To reach the proposed objective, a flow chart development 
was proposed (Fig. 1). Our methodology was based on the 
following steps: 1) the development of a geometrical model of 
the multiple-joint system of the lower limb (hip, knee, ankle) 
from medical images, 2) the determination of simple 

morphological parameters could be used for capture system, 3) 
the development of a morphing method based on proposed 
morphological measurements to create and scale a subject- or 
patient- specific geometrical model from the generic 
geometrical model and 4) the implementation a visualization 
platform to manipulate the 3D generic geometrical model as 
well as to perform the morphing process. 
 

 
Figure 1. Flow chart of our proposed smart capture system 

 

1) Baseline morphological model development 

To serve as the generic model of the lower limb, our 
geometries were based on the CT images of the Visible Human 
Female (National Library of Medicine – USA) [5]. Axial CT 
slices were acquired with a slice thickness of 0.33 mm. The 
total number of images is 1730 with 512 x 512 matrix size.  To 
create 3D STL-based geometrical model, the segmentation was 
done with ScanIP module (Simpleware, UK). To facilitate this 
task, different anatomical regions (thigh, leg, foot) were 
segmented separately. Each region was composed of the bone 
and the soft tissue. Several mesh refinement levels were 
proposed in order to choose the most appropriate for the 
visualization on the mobile platform. The association of the 
different regions was made with Créo software (PTC, France). 
 

2) Determination of morphing parameters  

To respect the quick capture time and a low cost process, two 
parameters (mid-thigh circumference and thigh length) were 
selected based on the database provide by McDowell et al [6]. 
Moreover, we proposed to adapt the database to our technical 



requirements (standing posture and camera-based capture) as 
follows: 1) the determination of the femur distal point as the 
middle point of patella in standing posture instead of above 
patella point in sitting posture, 2) the mid-thigh circumference 
was calculated from the width of mid-thigh by the formula of 
circular perimeter.  

3) Patient capture and measure using image processing 

To measure patient morphological features (mid-thigh 
circumference and upper leg length) from the camera device, 
we developed a capture protocol with the following steps: 1) 
set up of standing position in the frontal plane, 2) set up of 
15mm diameter circular markers on the proximal hip head, 
middle thigh, and distal femoral head of the subject under 
investigation, 3) set up of a A4 size chess board as reference 
frame for calibration purposes and 4) image capture using a 
smart phone camera. It is important to note that the smart 
phone camera has to be calibrated before doing the 
measurements. This calibration is done through intrinsic (focal, 
distortion coefficient or center point) and extrinsic (distance 
between the camera and the pictured object) camera 
parameters. Intrinsic parameters are measured based on the 
features extracted from the reference frame in various positions 
(20 pictures). A rigid support was also used to avoid any grid 
pattern distortions for the reference frame. The calibration was 
done using Matlab software [7]. Extrinsic parameters were 
iteratively measured at each picture. They are made of 
translation and rotation matrix aiming to move from the 
camera center referential to the top left corner of the reference 
frame. During the measurement process, selected 
morphological measurements (thigh width and length) are 
computed in pixel size and in millimeter based on the reference 
frame.  
Once the captured picture is uploaded into Matlab software, a 
manual selection of the 2 morphological features ends is 
performed via the program. The thigh length ends are selected 
accurately with 2 markers placed at the right anatomical areas. 
For thigh width, one single marker, placed about equal distance 
to the 2 thigh length markers, is used to select the 2 width ends 
at the same level. Then, calculator returns in millimeter scale 
the thigh length, thigh width and thigh perimeter.  
 

4) Morphing process  

A statistical method was proposed for the scaling. Based on the 
two selected parameters (thigh length and mid-thigh 
circumference), a database of morphed models was generated 
from the baseline geometrical model. In order to cover the 
entire population, 9 deformation ratios were applied for the 
length and for the perimeter. The scaling was done by doing 
three homothetic transformations of the generic model along 
the three spatial axes.  
 

5) Visualization platform 

The visualization platform was developed on a smart phone. 
Interface for scaling was created. To visualize the 3D model, 

an available application named Graphite was selected as it is 
compatible with Android system which manages large files. 

6) Validation   

Firstly, it is important to check the generic character of our 
baseline model of lower limbs to ensure that there is no 
appearance of pathology or abnormal deformation. According 
to previous studies of bone’s form, we have verified our model 
in term of: skeletal angle (Neck-shaft angle) which should be 
approximately 125° in adulthood; the ratio of upper leg to 
lower leg is normally 81.3% (Fig. 2), we also process the shape 
of bone, for example, with the relationship between inter-
condylar notch and width of the femoral condyle being 
0.255±0.028 [8].  

 
Figure 2 Proportional relationships of the human body 

Secondly, to check the robustness of our system, we used our 
system to create subject specific avatar models of 5 healthy 
volunteers (4M&1F, average age 24.6 yrs.). We compared our 
estimated values with the measured values for the thigh length 
and mid-thigh circumference parameters.  

 

III. RESULTS      

1)     Morphological measurement determination 

The neck-shaft angle of our model is 129° and the ratio of 
thigh to shank is 87.8. A difference of 8% was found. This is in 
agreement with results from anthropometry data [9].  
 

2) 3D model development and scaling database 

The generic model of the leg is composed of three regions 
which contain the soft tissues and the bones (Fig. 3). It is 
important to note that the main difficulty was the matching step 
in order to obtain an accurate model. 

 
Figure 3. Generic model 



The model database is currently made of 81 scaled models 
which represent 90% of the human male population. The 
generic model is the model number 40 (table 1.). 
 

 
Table 1. Scaling model database 

By using the proposed capture protocol, the morphed leg 
models of different subjects were easily obtained from the 
database (Fig. 4). An example of 3D model visualization in 
smart phone platform is given in Fig. 5. The comparison 
between computed and measured values revealed a maximal of 
6% deviation (Table 2). There are 3 factors for the 
measurement inaccuracy as follows: i) markers positioning, 
estimated at +/-5mm as the anatomical points of reference are 
used; ii) the manual selection of the markers, estimated at +/-
5mm, which means one third of the 15mm markers diameter; 
and iii) measurement program accuracy, calculated lower than 
0.5 pixel, which means lower than 0.2 mm using an average 
pixel - millimeter equivalence. As a consequence, the overall 
inaccuracy is +/-1cm, which means +/-2.5% by considering 
percentile 50, 40.8cm, of the thigh length. Moreover, automatic 
detection of the markers would reduce from +/-1cm to +/-
0.5mm. 
 

 
Figure 4. Leg model of different subjects: pictures with markers and reference 

frame.  

 
Figure 5. Example of 3D model visualization  

  

 
Table 2. Accuracy analysis 

IV. CONCLUSION AND PERSPECTIVES 

A smart capture system was developed to create subject- or 
patient-specific avatar representation of the human body. Our 
propose system showed its robustness and ease-to-use 
characters. The accuracy is good enough for a rapid and 
efficient process. As perspectives, some improvements will be 
analyzed in a further study such as the consideration of soft 
tissue deformation into the morphing process or the automatic 
detection of the markers as well as the improvement of the 
graphical user interface.  
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